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VGGNet

ConvNet Configuration

A A-LRN B C D E
11 weight | 11 weight | 13 weight | 16 weight | 16 weight | 19 weight
layers layers layers layers layers layers
mput (224 x 224 RGB image)
convi-64 conv3i-64 convi-64 conv3-64 conv3-64 conv3-64
LRN conv3-64 conv3-o4 conv3-64 conv3-o4

maxpool
conv3-128 | conv3-128 | conv3-128 | conv3-128 | conv3-128 | conv3-128
conv3-128 | conv3-128 | conv3-128 | conv3-128

maxpool
conv3-256 | conv3-256 | conv3-256 | conv3-256 | conv3-256 | conv3-256
conv3-256 | conv3-256 | conv3-256 | conv3-256 | conv3-256 | conv3-256
convl-256 | conv3-256 | conv3-256
conv3-256

maxpool
conv3-512 | conv3-512 | conv3-512 | conv3-512 | conv3-512 | conv3-512
conv3-512 | conv3-512 | conv3-512 | conv3-512 | conv3-512 | conv3-512
convl-512 | conv3-512 | conv3-512
conv3-512

maxpool
conv3-512 | conv3-512 | conv3-512 | conv3-512 | conv3-512 | conv3-512
conv3-512 | conv3-512 | conv3-512 | conv3-512 | conv3-512 | conv3-512
convl-512 | conv3-512 | conv3-512
conv3-512

maxpool
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Convolutional Neural Network




Notation

N;: # distinct filters in [ layer
M;: size of feature maps i.e. the height
times the width of the feature map
F': convolution response Where,ﬂb 1s the

activation of the i*" filter at position j
in layer [ (F' e RN*Mi)



Content

Loss R R .. . : :
Let p and X be the original image and the image that is

generated and P! and F! their respective feature representation
in layer L.

We then define the squared—error loss between two feature
representations

Lcontent (p' X, l) — EZ(FLIJ _ Pilj)
L,J



The derivative of this loss with respect to the activations 1in
layer [ equals

('—T)Econtcnt (]:‘II o Pg) :

— iJ

if F{; >0
OF, 0 if F/. < 0.

The gradient with respect to the image X can be computed using
standard BP. Thus we can change the initially random image X

until 1t generates the same response in a certain layer of the
CNN as the original image p.



Style Loss
To obtain a representation of the sty/e of an input image, we

use a feature space to capture texture information.

These feature correlations are given by the Gram matrix G! €
RNN1 - where (h; 1s the inner product between the vectorized

feature map i and j in layer [:

Gl = ) Fh R,
k



We minimize the mean—squared distance between the entries of the

Gram matrix A! from the original image and the Gram matrix G! of
the image to be generated

Gl —Al
B = 4N? MZZ(

And the total loss 1is

L
Lstyle (a,x) = 2 wiEp
[=0



Let p be the photograph and a be the artwork. The loss function
we minimize 1S

Ltotal (ﬁ' C_i' 9_5) — aLcontent (ﬁ» 55) T .Bl:style (C_i; X
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